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Motivation
• Information geometry studies the geome-

try of a family of probability distributions
with concept like the Fisher information
metric or the Amari-Chentsov connection.

• Population genetics studies the change in
frequency of alleles/genotypes within pop-
ulations due to evolutionary forces such as
random genetic drift, mutation, selection
and recombination.

• When population size is infinite, the
change in frequency of genotypes follows
a deterministic dynamical system on the
state space (considered as the space of
probability distributions on the discrete
space of genotypes).

• When population size is finite, this change
is random and follows a stochastic dynam-
ical system on the state space which may
arise dramatically different evolutionary
behaviours (metastability, stochastic tun-
nelling, etc.). Another approach is to con-
sider its probability distribution which sat-
isfies an infinite dimensional deterministic
dynamical system on the space of proba-
bility distributions on the state space.

Aim: Using techniques/results in information
geometry allow us to geometrically explain many
evolutionary phenomenon in population genet-
ics.
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The state space Ωn

In the population of 1-locus: The interior part of the state space is an open simplex:

Ω◦n = ∆1
n =

{
θ = (θ1, . . . , θn) : θi > 0 for i = 1, . . . , n, and

n∑
i=1

θi < 1

}
,

where θi is the frequency of allele Ai. The Fisher information metric for a family of probability distributions p(w,θ) =
θw on the space of alleles A = {1, . . . , n+ 1} parameterized in θ ∈ ∆1

n is

(gF )ij(θ) =
∑
w∈A

1

p(w,θ)

∂p(w,θ)

∂θi
∂p(w,θ)

∂θj
=
δij

θi
+

1

θn+1
, ∀i, j = 1, n,

where θn+1 = 1 − θ1 − · · · − θn. This metric gF is also called Shahshahani metric and makes ∆1
n become an

n−dimensional smooth statistical manifold. Moreover, (∆1
n, gF ) is a Riemannian manifold with the constant sectional

curvature of 1
4
; an Einstein manifold with the Ricci tensor Rik = n−1

4
gik; and its the scalar curvature equals to n(n−1)

4
.

Application:
• In a large 1-locus multi-allele diploid population with only selection, mij = mji is the fitness of genotype AiAj :

θ̇i = θi(mi(θ)− m̄(θ)), ∀i = 1, n,

where mi(θ) =
∑n

j=1mijθ
j and m̄(θ) =

∑n
i=1miθ

i. This system is difficult to solve explicitly but we can
have the qualitative behaviour because of the flow can be seen as an Fisher-gradient flow, i.e.

θ̇ = ∇gF

(1

2
m̄
)
.

This explains the Fisher’s fundamental theorem and Kimura’s maximum principle in population genetics.

The space of probability distributions on the state space P(Ωn)
We define the Fisher-Wasserstein distance on P(Ωn) by

GFW (µ, ν) := inf
π∈Π(µ,ν)

{∫
Ωn×Ωn

d2
gF (x,y)π(dx,dy)

}
, ∀µ, ν ∈ P(Ωn),

where dgF is the Fisher distance derived from Fisher information metric, Π(µ, ν) is the space of
probability measures on Ωn × Ωn with marginals µ and ν.

Applications:

• In 1-locus Wright-Fisher population: The probability density satisfy the Kolmogorov backward
equation:

∂u

∂t
=

1

2
gijF (p)

∂2u

∂pi∂pj
.

where (gijF (p)) is the covariance matrix of the multinomial distribution, also inverse of Fisher
information metric. We can represent it in the standard form

∂u

∂t
=

1

2
∆gF u+ chigF (p)

∂u

∂pi
,

where chkgF (p) = 1
2g
ij
F (p)Γkij(p) is the Christoffel force and ∆gF is the Laplace-Beltrami operator

with respect to the Fisher information metrics. The Christoffel forces can be calculated easily
to have chkgF (p) = − 1

4 (1− (n+ 1)pk). This explains many biological behaviours as follows:

(i) The Christoffel velocities vanish at the centroid of the frequency space, so that near the
centroid, the diffusion equation for the general WF model is very well approximated by
that of spherical Brownian motion.

(ii) The Christoffel velocities drive the populations toward the vertices of the frequency space.
It explains why there is fixation of one allele when there is no other evolutionary forces.

• In 1-locus Wright-Fisher population with uniform mutations: The probability density satisfy
the Kolmogorov forward equation (Fokker-Planck equation):

∂u

∂t
=

1

2

∂2

∂xi∂xj

(
gijF (x)u

)
− ∂

∂xi
(
(µi − |µ|xi)u

)
.

The free energy functional is

F(f) =

∫
Ωn

f(x) (ln f(x) + ψ(x)) dx, ∀f ∈ Density(Ωn,dx)

where the potential energy ψ(x) =
n+1∑
i=1

(1− µi) ln xi. We then can rewrite the flow as

∂tu(t, ·) = −∇GFW
F(u(t, ·)).

This explains asymptotical behaviour of the flow of probability density.
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