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Introduction

m A mismatched estimation problem uses a mismatched model
(unfaithful model) instead of the original model for estimation.

m Here we discuss the information geometric approach to the general
estimation problem based on a mismatched model in an exponential
family.

Exponential Family and Mismatched Estimator

Let S = {p(x;0) = exp{> .7 ,0'x; — (0)} / 6 € E C R"} be an
n-dimensional exponential family, where x = (x1,:-- , X,) - set of
random variables and 8 = (81, - - - , 8") is the canonical coordinate.

Since S is dually flat space, the dual coordinate n = (n1,--- ,mp) Of 8 is
defined by n; = [ x; p(x; 6) dx, [?].

Now let M = {q(x; u) / u = (u?) € R™} be an m-dimensional curved
exponential family. Consider a mismatched model

M* = {q'(x; u) / u= (u?) € R™} corresponding to the original model
M. Let the embedding functions of M and M* in S be 68(u) and 6’(u)
respectively. Let n(u) and n’(u) be the corresponding dual
representations.

To estimate the parameter u € M, we use M* instead of M. Let

xy = (x1,---,xN) be N independent observations from q(x; u) € M.
Then the observed point X = (X4, - -- , X,) defines a distribution in S
whose n-coordinate is given by 1y = X. X is a sufficient statistic for M*.

The estimator U, based on mismatched model M* is represented as a
mapping fy, from S to M*

fy: S — M* where 17y — Uy = fy(7n) (1)

The ancillary manifold or the estimating submanifold A, (u)
corresponding to the point u € M* associated with f}, is defined as

Ay(u) = 1y (u) = {n = (m) € S / fy(n) = u} (2)
That is, Ay(u) is the set of all points 7 in S which are mapped to u € M*
by the estimator fy,.

Now we analyze the characteristics of an estimator {uy, N=1,2,.-.}
in M* using the geometric properties of the ancillary submanifold Ay (u).
Let

A(u) = lim Aj(u) (3)

Also let An(u) be the ancillary manifold corresponding to the point
uc Mand let
A(u) = lim Apn(u) (4)
N— oo

Consistency and efficiency of a general mismatched estimator

Theorem

An estimator {uy, N=1,2,--.} for u € M* is consistent if and only if
n(u) € M C S is in the estimating submanifold A’(u) attached to the
pointu € UI*.

Theorem

A consistent estimator {uy, N=1,2,.--} for u € M* is first order
efficient if and only if A’(u) is orthogonal to M at the intersecting point
n(u) € M.

Mismatched Maximum Likelihood Estimator (MLE)

Ozumi et al. [?] stated certain conditions for MLE based on a
mismatched model to be consistent and efficient. We gave a theoretical
formulation of these results and a detailed proof of the same.

Theorem
Let & be the MLE in M*. Then &’ is a consistent estimator of u iff
q'(x; u) = arg min D_(q(x; u), g'(x; v)) (5)
ve i
Theorem

Let & be the consistent MLE in M*. Then &' is first order efficient iff
q(x; u) = argmin D_4(q'(x; u), q(x; v)) (6)
where D_ is the (—1)-divergence or the Kullback-Leibler divergence.

Corollary
Let U’ be the MLE in M*. Let ~ be the (-1)-geodesic connecting
q(x;u) € Manad

q'(x;u) € M*.

Then

The MLE U’ is consistent iff ~ is orthogonal to M*.

The consistent MLE u' is first order efficient iff ~ is orthogonal to
both M and M*.

Conclusion

m An information geometric approach to the mismatched estimation
problem in an exponential family is given.

m We proved a necessary and sufficient condition for an estimator
based on a mismatched model to be consistent and efficient.

m Also we gave a theoretical formulation of the consistency and
efficiency of the mismatched MLE.
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