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ABSTRACT

We propose a (locally defined) canonical divergence, associated with
a Riemannian metric g and an affine connection∇ on M . Our defini-
tion is consistent with, and naturally extends, corresponding approa-
ches to divergence functions within information geometry.

DIVERGENCE WITH THE INVERSE EXPONENTIAL MAP

Main geometric idea:

p � q
�q,p

X(q, p)

•

•

•

•p
p

qq
MRn

(A) (B)

q 7→ p− q
p− q = −gradqDp

q 7→ Dp(q) =
1
2‖p− q‖

2

q 7→ X(q, p) := exp−1q (p)

X(q, p) = −gradqDp

Dp(q) = ?

Integral representation ofDp:
∫ 1

0
〈X(γ(t), p), γ̇(t)〉 dt

=−
∫ 1

0
〈gradγ(t)Dp, γ̇(t)〉 dt = −

∫ 1

0
(dγ(t)Dp)(γ̇(t)) dt

=−
∫ 1

0

dDp ◦ γ
dt

(t) dt = Dp(γ(0))−Dp(γ(1))

=Dp(q)−Dp(p) = Dp(q) =: D(p ‖ q)

EXAMPLES: KL- AND α-DIVERGENCES

Fisher metric:
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KL-divergence:

D(m)(p ‖ q) =
n∑

i=1

pi log

(
pi
qi

)
= D(e)(q ‖ p)

α-divergence for positive measures:
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, if α /∈ {−1, 1}
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)
, if α = 1

DUAL STRUCTURES INDUCED BY DIVERGENCES

Riemannian metric g:

gξ(X, Y ) := −∂Xξ1
∂Yξ2D(ξ1 ‖ ξ2)|ξ1=ξ, ξ2=ξ (1)

Affine connection∇:

gξ(∇XY, Z) := −∂Xξ1
∂Yξ1∂Zξ2D(ξ1 ‖ ξ2)|ξ1=ξ, ξ2=ξ (2)

Affine connection∇∗:

gξ(∇∗XY, Z) := −∂Zξ1∂Xξ2
∂Yξ2D(ξ1 ‖ ξ2)|ξ1=ξ, ξ2=ξ (3)

Theorem 1 (Eguchi, 1983).The triple (g,∇,∇∗) forms a torsion-free
dualistic structure on M .

Theorem 2 (Matumoto, 1993). Any torsion-free dualistic structure
(g,∇,∇∗) on M is induced by a divergence M ×M → R.

GENERAL DEFINITION AND MAIN RESULTS

Definition 3.Let g be a Riemannian metric∇ be an affine connection
on M . Then, we locally define the canonical divergence by

D(∇)(p ‖ q) :=

∫ 1

0
t ‖γ̇p,q(t)‖2 dt ,

where γp,q : [0, 1]→ M , is the∇-geodesic connecting p with q, that
is γp,q(0) = p and γp,q(1) = q.

Theorem 4 (Consistency results, Ay & Amari, 2015). Let (g,∇,∇∗)
be a torsion-free dualistic structure on M . Then:

1.The divergence D(∇) is consistent with (g,∇,∇∗) in the sense that
the equations (1), (2), and (3) hold for D = D(∇).

2. In the special case of dual flatness, we recover the well-known ca-
nonical divergence (defined in [2])

D(p ‖ q) := ψ(ϑ(p)) + ϕ(η(q))− ϑi(p) ηi(q) ,

where ϑ and η are two dual affine coordinate systems with respect
to∇ and∇∗, respectively, and ηi = ∂iψ(ϑ), ϕ(η) = ψ(ϑ)− ϑi ηi.

3. In the self-dual case, that is∇ = ∇∗, we have

D(∇)(p ‖ q) =
1

2
d(p, q)2 ,

where d denotes the Riemannian distance.
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