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ABSTRACT DUAL STRUCTURES INDUCED BY DIVERGENCES
We propose a (locally defined) canonical divergence, associated with | Rjemannian metric g:
a Riemannian metric g and an affine connection V on M. Our defini-
tion 1s consistent with, and naturally extends, corresponding approa- 9e(X,Y) = _anﬁYgQ D(& | 52)\&:&&225 (1)
ches to divergence functions within information geometry. Affine connection V'
DIVERGENCE WITH THE INVERSE EXPONENTIAL MAP .
9e(VxY, Z) = —0x, 0,07, D(& || &)je=¢ 6= (2)
Main geometric idea: Affine connection V *:
9e(VxY, Z) = —0z,0x,0v, D& | &2)je—c.eme (3)
n B) Theorem 1 (Eguchi, 1983).The triple (g, NV, V*) forms a torsion-free
g dualistic structure on M.
q—D—q g+ X(q,p) = exp, (p)
1D X(q.p 17D Theorem 2 (Matumoto, 1993).Any torsion-free dualistic structure
_ — —O0T4a —
b g1 1 , P Sl M (9, V, V") on M is induced by a divergence M x M — R.
q — Dy(q) = 35llp — 4| Dy(q) =7
Integral representation of D, GENERAL DEFINITION AND MAIN RESULTS
/ (X (v(t),p),7(1)) dt Definition 3.Let g be a Riemannian metric V be an affine connection
1 | on M. Then, we locally define the canonical divergence by
/ (gracl, Dy, (1)) dt = — /O (0, D,) (3(1)) dt 1
. 2
dD,0 1, Dpllg) = [ O de.
/ 222()dt = Dy(2(0)) — Dyl(1) o
D,(q) = D,(q) =: D(p|| q) where v, , : |0, 1] — M, is the V-geodesic connecting p with g, that
is Yp,q(0) = pand 7,4(1) = ¢.
EXAMPLES: KL- AND c-DIVERGENCES Theorem 4 (Consistency results, Ay & Amari, 2015).Let (g, V, V*)
Fisher metric: be a torsion-free dualistic structure on V. Then:
Z XY, 1. The divergence D'V is consistent with (g, V, V*) in the sense that
— Pi the equations (1), (2), and (3) hold for D = DWV),
M- and e-connections: 2. In the special case of dual flatness, we recover the well-known ca-
N nonical divergence (defined in [2])
(m)(x) = . .
ex = i + X;) 0; .
Py (X) ;(P ) D(pllq) = ¢(0(p)) +¢nlq) — (p)niq),
n D; €XP (?) where U} and 1) are two dual affine coordinate systems with respect
eXP(e) (X) = Z S e (Xj to NV and V*, respectively, and n; = O) (1), o(n) = (9) — 9 n;.
i=1 /) i—  CX —
J=15 b 3. In the self-dual case, that is V = V¥, we have
KL-divergence: 1 5
plla) = 5dp,g),
"ol q) = Zmog( ') = D p o
where d denotes the Riemannian distance.
«-divergence for positive measures:
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